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By Dr.Charles Muses

The following volume is an important book because its subject matter is vital to all advancing fronts of modern scientific investigation. It is equally  important because it represents a type of thinking in which brilliance (i.e. depth of insight plus felicitous expression), and constructive values all  combine to yield an significant synthesis and catholicity ‑ an approach apeasingly observable, the spirit of which can well become what future historians may finally deem the finest overall contribution to humanity's advancement by this  20th century.

It is for both these reasons that Communication, Organization, and Science is now published as the latest volume of the Falcon’s. con's Wing Press Keystone Series in the history of culture and civilization, which has been previously described. The independent Personal fact that the present author and editor were fast friends in college days ‑ a relation unfaded in in mernory despite their having enjoyed but one exchange of letters and not having seen at all during the past twelve years ‑ adds a third and happy reason for the appropriateness of this foreword.

A more technical reason is that both of us were led by considerably different investigations and points of view to conclusions containing much in common, independently arrived at and hence that much more significant for the emergence of simplicity  of a higher order, for generalizations in their most meaningful, inclusive, and useful sense. It is that kind of generalization  which Jerome Rothstein has so ably discussed in his book, exploring the fact that measurement is a form of communication.

Norbert Wiener had previously pointed out in Cybernetics the fact that negative entropy and the organized activity of biological entities possessed a more than superficial relation and interconnection Rothstein, however, greatly enlarges upon and specifies that observation,  fruit​fully introducing measurement, communication, and organization in general into the discussion in manifold ways, valuably and challengingly presented.

We say "organization in general" because‑although the point is not explicitly made in his discussion, it is actually a generalized conception of  organization, more concisely indicated by the word "order," that lies behind all manifestations of negative entropy, from biological activity to scientific theory and aesthetic creation. In 1937‑and there is still no reason to alter the statement‑we wrote in an unpublished paper on the nature of consciousness that "mind is that which orders awareness." We can add that mind, whether mediately through the invention and construction  of machines or directly through the vehicle of its supermachine the organismic physiological body, is that factor nature capable of initiating arrangements that impose, via increasing negative entropy, some ordering process, i.e. orderly transfer of mass and energy, upon an environment or situation. Such imposition wherever found implies the presence of mind in the situation.

It is also mind‑the order‑producing function of man that  seeks its isomorph in the construction of the cosmos. That quest is called science, and the  reason for the quest not being intimately connected, both by common subject matter and advanced logical considerations. It is one of the merits of  Jerome Rothstein's book to have underlined this connection on wholly logical grounds.

In the light of other past researches, we were very much attracted when we first saw his typescript last year, by the author's perceptive treatment of the operational‑theoretic significance of measurement, in relation to the broader question of the meaning of negative entropy. Several years ago 1 we had constructed a pilot model of an electro‑mechanical machine we described as the Critical Probability Sequence Calculator, designed and based on considerations stemming from the mathematical principles of a definite discipline which we later2 called chronotopology: the topological (not excluding quantitative relations) and most generalized analysis of the temporal process, of all time series ‑ the science of time so to speak. To use a popular word in a semi‑popular sense, the CPSC was a 'time‑machine,' as its input data consist solely of known past times, and its output solely of most probable future times. That is, like the Hamiltonian analysis of action in this respect, its operation was concerned only with more general quantities connected with the structure of the temporal process itself, rather than with the nature of the particular events or occurrences involved or in question, although it can tell us many useful things about those events. However, as an analogue computer, it was built simply to demonstrate visibly the operation of interdependences already much more exactly stated as chronotopological relationships.

That situations themselves should have general laws of temporal structure, quite apart from their particular contents, is a conclusion that must be meaningful to the working scientist; for it is but a special example of the truth of scientific abstraction, and a particularly understandable one in the light of the modern theory of games, which is a discipline that borders on chronotopology.

One of the bridges from ordinary physics to chronotopology is the bridge on which Rothstein's excellent analyses also lie: the generalized conception of entropy. And in some of what follows we will summarize what we wrote in 1951 in the paper previously referred to, and in other places. We will dispense with any unnecessary apologies for the endeavor to make the discussion essentially understandable to the intelligent layman.

Modern studies in communication theory (and communications are perhaps the heart of our present civilization) involve time series in a manner basic to their assumptions. A great deal of 20th century interest is centering on the more and more exact use and measurement of time intervals. Ours might be epitomized as the Century of Time‑for only since the 1900's has so much depended on split‑second timing and the accurate measurement of that timi ng in fields ranging from electronics engineering to fast‑lens photography.

Another reflection of the importance of time in our era is the emphasis on high speeds, i.e. minimum time intervals for action, and thus more effected in less time. Since power can be measured by energy‑release per time‑unit, the century of time becomes, and so it has proved, the Century of Power. To the responsible thinker such an equation is fraught with profound and significant consequences for both science and humanity. Great amounts of energy delivered in minimal times demand

a) extreme accuracy of knowledge and knowledgeapplication concerning production of the phenomena,

b) full understanding of the nature and genesis of the phenomena involved; since at such speeds and at such amplitudes of energy a practically irrevocable, quite easily disturbing set of consequences is assured. That we have mastered (a) more than (b) deserves at least this parenthetical mention. And yet there is a far‑reaching connection between the two, whereby any more profound knowledge will inevitably lead in turn to a sounder basis for actions stemming from that knowledge.

No longer is it enough simply to take time for granted and merely apportion and program it in a rather naively arbitrary fashion. Time must be analyzed, and its nature probed for whatever it may reveal in the way of determinable sequences of critical probabilities. The analysis of time per se is due to become, in approximate language, quite probably a necessity for us as a principal mode of attack by our science on its own possible shortcomings. For with our present comparatively careening pace of technical advance and action, safety factors, emergent from a thorough study and knowledge of the nature of this critical quantity 'time,' are by that very nature most enabled to be the source of what is so obviously lacking in our knowledge on so many advanced levels: adequate means of controlling consequences and hence direction of advance.

Chronotopology (deriving from Chronos + topos + logia) is the study of the intra‑connectivity of time (including the inter‑connectivity of time points and intervals), the nature or structure of time, 0 if you will; how it is contrived in its various ways of formation and how those structures function, in operation and interrelation.

It is simple though revealing, and it is practically important to the development of our subject, to appreciate that seconds, minutes, days, years, centuries, et al., are not time, but merely the measures of time; that they are no more time than rulers are what they measure. Of the nature and structure of time itself investigations have been all but silent. As with many problems lying at the foundations of our thought and procedures, it has been taken for granted and thereby neglected ‑ as for centuries before the advent mathematical logic were the foundations of arithmetic. The "but" in the above phrase "investigations have been all but silent” conveys an indirect point. As science has advanced, time has had to be used increasingly as a paramimplicitly (as in the phase spaces of statistical mechanics) or explicitly.

Birkhoff's improved enunciation of the ergodic problem 3 actually was one of a characteristic set of modern efforts to associate a structure with time in a formulated manner. Aside from theoretical interest, those efforts have obtained a wide justification in practice and in terms of the greater analytic power they conferred. They lead directly to chronotopological conceptions as their ideational destination and basis.

The discovery of the exact formal congruence of a portion of the theory of probability (that for stochastic processes) with a portion of the theory of general dynamics is another significant outcome of those efforts. Such a congr
uence constitutes more or less suggestion that probability theory has been undergoing, ever since its first practical use as the theory of probable errors by astronomy, a gradual metamorphosis into the actual study of governing time‑forces and their configurations, into chronotopology. And the strangely privileged character of the time parameter in quantum mechanics is well known – another fact pointing in the same direction.

Now Birkhoff's basic limit theorem may be analyzed as a consequence of the second law of thermodynamics, since all possible states of change of a given system will become exhausted with increase of entropy 4 as time proceeds. It is to the credit of W.. S. Franklin to have been the first  specifically to point out 5 that the second law of thermodynamics "relates to the inevitable forward movement which we call time"; not clock‑time, however, but time more clearly exhibiting its nature, and measured by what Eddington has termed an entropy‑clock 6. When we combine this fact with the definition of increase of entropy established by Boltzmann, Maxwell, and Gibbs as progression from less to more probable states, we can arrive at a basic theorem in chronotopology:

T1, The movement of time is an integrated movement toward regions of ever‑increasing probability.

Corollary: It is thus a selective movement in a sense to be determined by a more accurate understanding of probability, and in what 'probability' actually consists in any given situation.

This theorem, supported by modern thermodynamic theory, indicates that it would no longer be correct for the Kantian purely subjective view of time entirely to dominate modern scientific thinking, as it has thus far tended to do since Mach. Rather, a truer balance of viewpoint is indicated whereby time, though subjectively effective too, nevertheless possesses definite structural and functional characteristics which can be formulated quantitatively. We shall eventually see that time may be defined as the ultimate causal pattern of all energy‑release and that this release is of an oscillatory nature. To put it more popularly, there are time waves.

''An operator we will frequently use in these discussions  m( ),  standing for 'measure of...'  , it is part of the definition of this operator that 

F2 = m(F1)

where F2 and F1 , are two functions or types of variation now be defined further, F2  being explicitly given but F1 , not necessarily so.

F 1, we may term the primary function, i.e. the basis of the observed variation‑pattern for a given phenomenon or set of phenomena, whose behavior we can Partially or perhaps even fully record, but whose complete nature is still unknown; while F2 is the secondary or measure‑function, which we hypothesize and use as a substitute for the direct knowledge of F1, in order to measure or comprehend it scientifically. We do this and may do so, since the variation of F2 simulates, to a greater or lesser degree, the observed and recorded variation‑patterns of F1  7. All scientific mathematical laws are but measure functions. Clearly, there will exist some difference (as indicated by such greater or lesser degree of simulation) between m (F j ) and Fj  ; that is, in general,

m(F) ‑ F  (  0

That is, the measure is to some extent arbitrary or "ignorant" in the technical communicational sense.

Usually it is enough, for the satisfaction of the criteria of accuracy and predictability, that 

m(F) / F  =  K,                 [1]

where K is what may be called a functional constant, denoting an operational proportion, i.e. a predictable variation pattern of the distortion or relative disorganization when proceeding from F to m (F)  8.  And K -1 indicates the inverse operational proportion that directs the transition from m (F) back to F. We may thus write

K0    ( F = m(F)                [1a]

K –1 ( m(F) = F               [1b]

Before proceeding further (and it will presently be apparent that these considerations are vitally preliminary to chronotopology), it is correct and advantageous to inquire as to within what limits a given  m (F) can be regarded as a feasible, usable, and valid measure of F.

The ideal case is given by K = 1 in     (1)   or   m(F) = F.

Setting  m(F) = y and F = x, the ideal condition is represented by the equation y = x, which in turn represents graphically a straight line passing through the origin with a slope of +450  to the X‑axis.

Now in a given instance of m (F) and F, if K ( 1, then y does not equal x, but some function of x instead; that is, y = f(x).  And to compare the given m (F) with the ideal of measure,  we, compare the equations y = x and y = f(x). This comparison is facilitated materially by some considerations of analytic geometry.

1) 

Where the first derivative f ‘ (x) = y ‘ , it is indicated that the measure is functioning perfectly, K having then been reduced to a scalar constant. 9

2)  

Wherever f ‘ (x) = (y' ) -1, it is thereby indicated that m(F) has nothing in common with F and that it is under those conditions an unusable measure, since its projection in such cases on the line y = x (which represents the ideal condition m[F] = F) is zero. At places of such perpendicularity the function m(F) as a measure of F does not reproduce F but yields only an arbitrary pattern, an unrelated distribution of variation. 10

3) 

When f(x) is inclined 450 to y = x, it indicates that the measure m(F) is halfway between its perfect phase and its worthless phase. That is, wherever the 450 mutual inclination occurs, m(F) is at its limits of usability and has reached the end of its margin of safety. Thus when y = x and the tangent to f(x) become more than 450 apart m(F) becomes progressively more useless as a measure.

Hence, most measures (we are now speaking of functions or even entire theories, and not simply of scalars) have boundaries of usability that should be specified. It thus might well be, to take one instance, that in certain regions of phenomena the standard physical definition or measure of force as  ms / t 2 (where m is mass, s distance, and t time) will no longer obtain as a usable measure and will have to be replaced by a better, in the sense of a more comprehensive and more accurate one which will not contradict any true result obtained by use of the former measure. Approaches to such conditions are already known to exist to some extent in regions of so‑called static equilibrium of forces, of potential :,energy; and in such regions the measure m(Force) = ms/t2 becomes somewhat artificial and inapplicable 'to a noticeable degree. This observation also relates to those domains, termed in unstable equilibrium, ',where negative entropy is retained.

4) 

Therefore, the range of usability of m(F) is represented by those portions of f(x) which lie between pairs of successive points on f(x) where the slope of the tangent to f(x) to the line y = x, is 450. The area between f(x), y = x, and the perpendiculars from such points dropped on y = x, represents the distortion of the measure, and shows how that distortion varies within the range of usability. These statements are made more susceptible of numerical application by employing the equation of the tangent line to f(x) at (x 1, y 1).

The situation m(x) = e x  is interesting in that, since e x  pproaches tangency to the line y = 0 as x ‑> ‑ (, and parallelism to the line x = 0 as x ‑‑> + (. both of which lines are inclined 45 0  to y = x, e x  thus proves usable throughout the range – ( <x<+ ( . 11 However, there is a smaller region within this range, which can be termed the range of most accurate usability or the region of nearest approach.


[image: image1.png]N

BI

Cx

N\

AI



GRAPH

In some cases this region is identical with the entire range of usability. In this case,it is not, but it practicably defined for y = e x as the region bound by AB, BB' , B'A', and AA in the figure, where P(0, 1) is the point of nearstest approach. The point of nearest approach is a generalization of the points of tangency and intersection. Its calculation and some of its relevant applications are best reserved for another occasion. Suffice it to say that in the present context it relates to places of greatest kinship between m(F) and F; and at points of  nearest approach f(x) is parallel to y = x, the significance of which has already been discussed. 

With th ematerial presented since the introduction [1]  we have now sketche d a general analytic means for the valuation of hypotheses, theories, definitions, and concepts, all og which fall under the scope of the generalized measure operator. The problem of mathematical stability is related to the problem of the usability of a measure; and mathematical instability is related to the progressive collapse of a measure beyond its margins of safety, or beyond the limits of it’s range of usability. Further details are not demanded by our present theme, and we return to the relation

m (F) / F  = K

Developing the matter in a somewhat different direction, we can regard  the existence of K as an indication of the arbitrariness of the measure. That is

K  =  m a  [m(F)]      (1c)

m a  [ m(F) ]  denoting the measure of arbitrariness of m(F).

We can assign a value to this abritrariness by defining its measure as some usable measure for K, for instance the K a discussed in note , above. Then, the arbitrariness being a, we have, for any particular place in m(F)

m(a) = K a

and as we have seen, if  m(a)  ( 0 then K  ( constant,

While if A  ( 0 ;  K  ( 1 and then of course   m(F) = F by  (1b)

This ideal condition does not ordinarily hold, and in general   a  ( 0.

However, the previous ideal result does refer to an essential tendency and as , such a necessary condition for all increasingly usable measure, an important concept. That is, any 
 such measure ‑ e.g. a hypothesis or theory, regarded as a fact‑measure, as some m(F) ‑ as its use proceeds in time is modified progressively so that it’s a  ( 0 . Without such a timemodification any measure with an initial K (1 degenerates more or less rapidly in its significance, i.e. becomes decreas ingly usable as observations continue, and is finally un usable.

We shall find  that for a strict application of this chronotopological criterion it is not enough that a ( 0; iz must approach zero not asymptocially, but more convergently than that. The difference between two types of thinking must now be specifically stated. Where a  ( 0  asymptotically, we have the normal process of historical development of understanding of a subject or field. That is, the arbitrariness becomes successively smaller, but never zero. 'In terms of Mr. Rothstein's approach, there always remains some noise (non‑information) in the circuit. Thus m(F)  ( F and the concept is never quite true to its object, and hence wherever actual elements in F operate within the distortion region of m(F), mistakes are made. These mistakes are .the discrepancies between F, as determined from m(F) with K ( 1, and F as determined when K = 1. FK=1 is indirectly revealed by the analysis of mistakes.

Hence, such discrepancies lead to a better approximation, to a better measure, to a lower a, to a K more nearly 1. Thus, the existence of a discrepancy, which may be represented as

 [  m(F) K (1 ‑  m(F) K = 1  ],

operates on   m(F) K (1   in such a way that the ratio   m(F) / F(1  more nearly. That is

 m(F) / F ( p/q,     where p  ( q. 

For simplicity's sake let us assume that p and q are positiv  integers, with p varying in value and q constant. This entire action and process recurs in the usual historical  development of the understanding of a given subject in ,,fashion that  p ( q asymptotically. Thus we effectively a hyperbolic accuracy‑function if we assume the simplest type of asymptotic approach, above stated. The accuracy of this process of recurrent self‑correction without ever attaining complete correctness is that of a divergent series with an asymptote .12 It is not unconditionally divergent, as it would be without homostasis of some sort, which is directly related to purpose‑maintenance. Intelligence is maintenance of purpose by adaptation of the means at hand to the attaining of that purpose. But

1 – 2 + 3 – 4  + ... 

represents a series‑process that reaches no limit at all; and if regarded as the deviations of an unusable m(F), it can be said to oscillate to and fro about F in larger and larger amplitudes as the number of data (occurrences) increases with time. The series

1 – 1 + 1 – 1 +  ...  

some set of controlling conditions. But tendencies toward convergence within the context of this discussion denote the presence of some teleological force pattern, including intelligence.

Normal historical development is not divergent or randomly distributed in its K‑change series. But it is asymptotic. This fact suggests that certain limit‑ratios obtained from the process itself might enable the formulation of a more accurate measure of it than could be gained by consideration of its merely general character.

The way understanding in a given field historically develops, to take as an example the Fibonacci series (to which we shall have later occasion to refer), is by way of the successively more accurate approach of F n  / F n-1   to  r  as   n ( (,   where F n   is the nth term of the series, and r, the limit of the ratio of two successive terms. Thus, the Fibonacci series being 

1, 1, 2, 3, 5, 8, 13, 21, 34, …

we have as ratios

5/3, 8/5, 13/8, 21/13, 34/21.... r,

where  r  =  (1 +  (5) / 2, 

possessing the important property   r+1  = r 2  , r 2 +r = r 3 ,   …,       r  n+1 + r n = r 2n+1 

I' + 7".

Now, taking

F n /F n-1 =  m(r)

we can write for this measure, k as per page xvi above,

K = (F n / F n-1 ) / r , 

and for any assignable n, however large, the distortion 'relation

K  ( 1

and hence

m(r) (  r

r (
will always hold, even though m(r) is an increasingly usable measure as n increases.

In addition to the above results, this Fibonacci ratio - series  proves to be still more comprehensive as a measure function for the historical development of understanding in any field, since each successive F n /F n-1  has a value alternately above and below that of r ; but the swings become smaller and smaller in amplitude as n increases. Thus the graph of the F ‑ ratio series is a damped oscillation about  the value r, first erring toward one extreme and then toward the other, approaching the limit by a process of continuing reaction endlessly extended. This is a familiar historical phenomenon. But the process of discovery, as distinguished from the normal historical trial‑and‑error development in any field, is not asymptotic or even convergent in the ordinary sense. For, turning again to the F ‑ ratio series, discovery consists not in trying to obtain r by successive approximations, each attached to a “probable error”; but discovery succeeds in grasping the law of the F ‑ series itself, which law yields the exact truth of the matter; namely, in this case, that

F n  / F n-1  ( r    (if n ( ( )

where r has the exact value of         (1 +  ( 5) / 2.

The difference between F n / F n-1  (however great n be) and r is the difference between (a) logical guessing, and (b) complete and full understanding of a subject with mastery Of its fundamental explanation. 

Since  F n / F n-1  can never equal r, they are what may quite correctly be described as a process dimension apart. A statement of full comprehension or discovery, as distinct from its preceding period of increasingly better inductive approximation, is a statement of an immediate convergence, not by the rule for approximating, but by the law of the series itself and the structure of its limit, which govern the rule for approximation by including it as one implication. Discovery thus is related to the limit of a convergent series and becomes a kind of immediate convergence, bringing to an end some otherwise infinite series of never‑ending approximations.

There is a science of certainties, just as there is the more familiar science of approximations. 

It is now possible to appreciate the important distinction between existence theorems and what may be termed reason theorems. That something is true in mathematics is like an observation in physics. But the explicit understanding of why (and not merely,formally how) it is true constitutes a reason theorem. Every fundamental discovery m the history of scientific thought has enlarged some phase of some existence theorem into a reason theorem. Every fundamental discovery in the history of scientific thought has enlarged some phase of some existence theorem into a reason theorem. We cannot remain satisfied in mathematics (nor in logic pr physics) with the mere 'that'‑type of proof or with existence proofs. Having them, we must then uncover also e reason for the existence of each existence theorem and the relation between those reasons. Then we not only  know, but we know why we know. We understand. Among recent great mathematicians, Hilbert called this process insight, without analyzing it further. When we turn to chronotopological analysis as such, we that

a) Time has a structure;

b) That structure is chartable and calculable; one of the primary statements in chronotopology being the escription of a time interval,    t ( = t2 –t 1), as

                                                             g2

                                                      t  =  (  (1 + S’’ 2 )  ½   dg

                                                             g1



where g is the change effected, measured in some appropriate phase space, and S is the scope or range of  change, measured in some kind of released energy quanta; the functional relation between S and g  being periodic and S" being the second derivative of S.The structure of time can be used as a basis for prediction and control;

d) All phenomena are ultimately formed of and possess cyclical components, keyed to the wave‑nature of time.

e) Situations contain quite general laws of development, growth, change, and cessation, and these laws can be formulated , leading to practical and powerful tools which may be descriptively termed for the present as chronavigation and chronocontrol.

It is to be concluded even from daily observation that there are oscillations of many different temporal wavelengths operating upon us, both directly and indirectly. Citing a few, there are the various hormonal cycles, the encephalographic 'brain waves,' the autonomic periodicities governing heart‑beat and breath‑rhythm; various historical and socio‑economic typological recurrences such as inflation and deflation, stability and instability; personal periodicities of moods, and the climatic and astronomical cycles of the earth's circumsolar revolution, our galaxyls rotation, and many more. Waves of probability or, more concretely put, periodic likelinesses of occurrence, are now known to furnish the chartable dynamic laws of the subatomic world. There is a common reason for all this, and that reason is part of the nature of time and specifically, of its wave‑nature.

Some of the results obtainable directly or as a by‑product  of chronotopological analysis can be summarily outlined.

Interestingly enough they fall for the most part in the fields of number theory, including Diophantine analysis; complex function theory; and certain aspects of morphology, both physical and biological.

Thus we find that Bode's Law, so often cited and yet not understood, finds its basis in chronotopological considerations.

Actually, three series are involved, 

Series  I :     4+3n,                      n = 0, 1, 2

(Mercury through Earth)

Series II:      4+3 (2 n ),                n=0,1,2,3,4

 (Earth through Saturn, using Ceres, the largest asteroid, for the orbit between Mars and Jupiter)

Series III:     4+3(n+1)2 5            n=0,1,2,3, [4]        13

(Saturn and beyond)

yielding with surprising accuracy the mean solar distances of the planets in terms of tenths of Astronomical Units. hen it is not recognized that there exist these three series, e ordinary use of Bode's Law breaks down after Uranus. owever, Series III yields distances of 29.2 A.U. and 38.8 A.U. for Neptune and Pluto respectively, which answer to  the observed values of 30.1 and 39.5.

The distances of the planets are, of course, related to the periods, through the Newtonian gravitational potential, manifesting as Kepler's third law. However, it remains to en whether there exist, as in the case of the distances any integral numerical series in the periods.We are afforded a clue to the answer of this question by the special positions held by the Earth and Saturn in the distance series. We shall hence heuristically assume the periods of Earth and Saturn to be our units, noting that we are seeking tendency‑laws rather than minutely deterministic ones, which in any event scarcely if ever are to be. met with in problems involving natural form or design. But tendencies toward exact relations and forms as limits do exist in nature, and these may be sharply defined and very useful in relation to their numerical bases and the reasons for those bases in nature. The principle is pervasive and fundamental enough to warrant this verbal underscoring.

We are not disappointed in our previous assumption. We find, for Jupiter through Pluto, that significant rela‑li tions to Saturn's period exist as follows: (sidereal periods, are referred to throughout)

5 Jupiter     =    2 Saturn [ i.e. 2]

5 Uranus    =  14 Saturn [ 1 x 7 x 2]  

5 Neptune  =  28 Saturn [ 2 x 7 x 2]

5 Pluto        =  42 Saturn [ 3 x 7 x 21




420 Jupiter

60 Uranus

all  =  168 Saturn

30 Neptune

20 Pluto

It is interesting to note that the trans‑Plutonian extrapoltion of the period series (that is, the term  

[4 x 7 x 21) equals 56 Saturn periods of 29.5 years, which when divided by 5 according to the structure of the series, yields a period of 330.4 years ‑ in agreement kith the trans‑Plutonian distance from

Series III, 48.4 A.U., and Kepler's third Law.

The other series, as now might be expected, arises from the Earth's period, thus:

1/5 Ceres     
= 1/2 Earth

1/5 Mars  
= 1/3 Earth

1/5 Venus
= 1/8 Earth

1/5 Mercury
= 1/21 Earth    14


1/420 Ceres 

1/280 Mars 
                          all = 1/168 Earth

1/105 Venus 

1/40 Mercury

Only Earth's and Saturn's period are able to provide such common factors as these series demonstrate, so that in the time as well as space series these two bodies possess a fundamental character.

Investigation of the satellites of the solar system shows similar systems of distance and period series. Since there is not enough space for it all, it may simply be mentioned in passing that the satellite periods fall into three mathematically self‑contained groups: 

1. those with periods of 27d  or more; 

2. those with periods from 9d  to 21d ; and 

3. those satellites with periods of 7d or less. The factor 3 is prominent in these satellite series, just as the factor 7 figures importantly in the series of planetary periods.

We are evidently dealing with the effects of wave phenomena of some sort, and fundamental explanations of the basic distances and times (i.e. the design) of astronomical systems will ultimately have to depend to some significant extent upon a wave‑mechanics similar to that used in nuclear physics. The wave structure of time is the common factor here between stars, planets, and atoms. Chronotopological facts are among the most fundamental, physically speaking; and the above numbers furnish us with a start, in determining the constants of the basic wave equations

involved.

Another avenue of results leads to a fundamental definition of number as a completion of recurrences ‑ a chronotopological approach to number. Now the "completion of recurrence" implies a criterion, which is to say some discriminated singularity defining recurrence. Posing the matter still more explicitly, we need a unit to be completed and a process of completion.

The most general analytical representation of completion is rotation through an entire circumference. Thus fractions, whether rational or not, are angles less than 2 (, and integers are entire revolutions. The unit integer thus becomes the arc of a completed circuit, and can be measured, for example, by

e  2(i   = 1

the exact geometry of which will presently appear as the return of a conically rotating, sphere‑generating unit radius, to its initial position, having assumed a complete cycle of certain phases of the semi‑vertex angle. Other measure - functions of course exist.

Continuing to analyze this cyclical concept of number, we arrive at some interesting formulas giving the Least Common Multiple (LCM) and Greatest Common Divisor or Factor (GCF) explicitly. We also gain a view of the close relationship between fractional counting (i.e. fr [0, 1/3, 2/3, 1, 4/3, 5/3, 2, etc.] and almost‑periodic functions, and begin to be able to understand concretely why elliptic modular functions and the theory of numbers so deeply interpenetrate. Through developing this type of analysis we shall also find ourselves in a position to see the imaginary in a very fundamental light, in relation not only to the foundations of mathematics, but to the specific roles of revealing the higher geometry of given functions and the deep connections between complex variable theory and the theory of differential'. equations. All these relationships, though each might well have been discovered ad hoc and piecemeal, emerge in profoundly interconnected form as consequences of a chronotopological approach, through which a singularly general form of , order is gained. Only the briefest summary of results is possible here.

Assuming two bodies, A and B, revolving concentrically from a common starting position with angular speeds. 15

a > b, several relations follow:

Their periods of revolution are  PA = 1/a and Pu = 1/b respectively.

Their common conjunction period is given by

PAB  =   1  / (a ‑ b)
                           [2

The number of revolutions of A during PAB is a l (a‑b)   and that of B for the same time interval is b l (a‑b). Hence, for that interval,

RevA ‑ RevB  = 1                              [3

which is a fundamental relation, assuming a somewhat more complicated form in terms of the periods; namely,

(PAB  / PA PB  ) (PB ‑ PA)  = 1            [3a]

Since at the time of conjunction A and B must be at the same place angularly speaking, we can also write

fr ( a /(a-b) ) = fr ( b /(a-b)) =  (
  [4]

where fr, a most useful operator as we shall soon see, denotes the reduced fractional part of. Now after N conjunctions the conjunction point will again occur at the initial common starting point, where N is given by

N = D(()                                          [5]

D denoting minimal positive integral denominator of, another useful operator. We also note that, m  > n being positive

 fr(‑ n/m ) = fr( 1 – n/m) =  fr ( (m‑n)/m ). 

Thus   16   fr (- 6/7) = 1/7
71

and

fr( - 4/3) = fr(- 1- 1/3) = fr(-1/3) = 2/3



fr( ‑ 1 ‑13) ~ 
3 ‑3*

The period of such a revolutional return of the conjunction point is given by

RAB  =  N ( PAB                                                  [6]

= D( a / (a-b)) / (a-b)



[6a]  

But also

RAB = LCM (PA, PB)                               [6b]

Hence​

CM (PA, PB)   =   D( a / (a-b))   / (a-b)      [7]

(note that with proper choice of units, periods and speeds - time and motion ‑ are reciprocals)

giving the Least Common Multiple explicitly. Thus, if  PB and PA are given by 1/3 and  1/5 respectively, then their LCM is given at once as 1 by the above formula; if the periods are 5 and 3 respectively, the formula yields 15, ( being (  or, in the units we have been using, 1/2, and N is 2; if 8 and 4, 8. In this latter case, 

N = 1 and PAB = RAB = 8.

Now, since by definition LCM(p,q) (  GCF(p,q) = pq, we also obtain

                                  a - b

GCF(PA, PB)  =    ----------------------                                               [8]

a‑b

                            ab ( D( a / (a-b))

From the reciprocal relations noted above (after [ 7 ])  we may also write still more explicitly that

                                   q - p

GCF(p , q)  =    --------------------------                                              [8a]
33
a‑b

                                D( q / (q - p))

                                  9 - 3

GCF(3, 9)  =    ----------------------                                        

a‑b

                            D( 9 / (9 - 3))

and

                           pq       

LCM(p , q)  =    --------  (    D( q / (q - p))

                          q – p    

thus

LCM(7/4 , 21/8 )  =    21/4                                                [7a]




Of greater importance, however, than the formulas themselves is their significance: that, from a chronotopological consideration of number, we are able, in a fundamental number theoretic process, to substitute explicit formulas for the previous merely trial‑and‑error stage of the problem. There is a logical generalization involved here. For it may be said that at that point in mathematics where we are compelled to use merely trial and error, it is lack of sufficient knowledge about the mathematical entities and processes in question that so compels us, and not the nature of things.

A new and fertile definition of irrationality now arises: Every irrational number may be considered as the ratio of two concentric uniform angular velocities, a > b, such that the conjunction of A and B never recurs at the same place but rather proceeds to assume an infinite variety of positions. That is, for an irrational number so analyzed, RAB  = (  (see [6] ). Put in other words, the recurrence polygon 17 is a circle. The same definition in another form results if we substitute "two periods, PB > PA, resulting respectively from concentric uniform angular velocities b < a, “  for the words " two concentric uniform angular velocities, a > b “  in the above definition of irrationality.

Obviously, if RAB = (, either PAB or N must be infinite. But PAB is quite definite and finite where 

a / b is irrational, being simply (a ‑ b)-1 . Hence N must be infinite, and this is immediately obvious from the geometry of the situation, given an infinite RAB,. Again, by [5] N cannot be less than infinite if the denominator of a / (a‑b) cannot be reduced to an integer. If a and b are respectively (5 and (3, we have by [4]

fr ( (5 / ((5 - (3) )  =  fr ( (3 / ((5 - (3) )  


fr 
V3  =
PAB being ((5 ‑ (3)  -1, while N and RAB are of course infinite.

Aside from its being true by definition that if LCM (p,q) = L,  L being finite, then

                                                L/p = n and L/q = m

L = In

 

q

where m and n are minimal positive integers, we can also say that since p and q are always of the nature of periods, and hence absolute numbers, and since by [7a] L is of the same nature, the non‑negative nature of m and n is assured. Since m/n = p/q and since the right‑hand member has been shown to be rational if L is finite, a necessary condition for the integral nature of n and m is likewise established, [6] and [6b] finally also furnishing sufficiency. Similarly, if GCF(p,q) = G, then p/G and q/G ,are equal to m and n respectively. If p/q is not rational, no determinate RAB and hence no determinate LCM ex..,ists. The application of these ideas to algebraic domains 'is not within the purpose of the present discussion.

In like manner, by extending the analysis sketched, here to three concentrically revolving bodies with speeds a > b > c in the same sense, we obtain an analytic formula for 

LCM(PA, PB PC) = RABC, and for , GCF(PA PB, PC ), formulas considerably more complex than those obtaining for two bodies.18 Indeed, the phenomenal repertoire of three bodies in this context is vastly richer than that of two. Space does not permit entering here into the matter of the extremely interesting relations involving the interplay of recurrence patterns, or the formation of recurrence polygons with their bearings on number theory, or into the many suggestive avenues when generalizations in the direction of variable periods (i.e. functional speeds), non‑concentric patterns, or a rotating center of reckoning are introduced.

A significant fact about the three‑body analysis is that the occurrence time, TABC for the triple conjunction, given the angular distances between any two bodies, involves the general solution for the Diophantine linear equation in two unknowns

Mx +/-  = Py    = Q

where M and P are relatively prime. (Where they are not, there is no solution; for two concentrically rotating bodies starting from two different orbital points at the same angular speed in the same sense cannot meet, the algebra and arithmetic simply confirming this fact.) A much more powerful algorithm than Eudid's or that of the "least remainder" for the solution of such Diophantines emerges from this type of analysis, as will appear.

We have already seen something of the power of this approach, yielding the explicit theorem that, for any three positive integers t > s > p,  LCM (p, s, t) is given by
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And now we turn again to the operator fr, noting that we have already been using it implicitly since, for any number, D(n) = D [ fr(n) ].  19 Before giving our Diophantine algorithm, we note a few properties of this operator:

1. fr(a) + fr(b) = fr(a + b).

2. fr(N) = 0   if N is any integer.

3. fr ( ‑  p/q ) = (q – p) /q  where q >p are positive integers; hence,  ‑ fr ( p/q) = f r ( - p/q) 

q~_')

Since (3.) may not be immediately obvious, and since it is an important property, we pause to note that


 fr(-p/q) = 0 + fr(-p/q) = fr(1) + fr(-p/q) = fr(1-p/q) = (q-p)/q

4. fr( - q/p) = (p-m)/p  where   m/p = fr(q/p)

 5.fr (c n/ q) = fr ( b n /q) 
 where b, c, and q are positive integers.

and   c > q , , while   b/q = fr (c/q) . This immediately follows from the fact that
c  n  = (qQ + b) n,  

Q being the quotient of f c / q  for on expansion we have c n  = b n + q. (a sum of integers)

and hence   c n  / q =  b n  /q + ( a sum of integers) ,  whence the Q.E.D. follows. 

This fifth property is  useful in solving Diophantine equations of higher degree than first.

Its power is seen in the statement     fr (131/21) =  fr (57/21) .

Thus reducing an unwieldly expression to a much more workable one.

Also  fr(np / q) = b/p and fr( q/s) = b/s .

6. fr [ n.fr(x)]  = fr (nx) , where n and x are rational. Corolary : if  q > ps  are positive integers.

With b>p and if  fr (q/ps) = b/qs  then fr(q/p) = b/p and fr(q/s) = b/s

7. If  fr(np/p) =  m/q where all quntities are positive integers then

fr(kq/p) = fr( (p-m)/p) where np = kq + m 

There is an intimate connection between the chropological consideration of number as recurrence  and operator fr, as evidenced, for instance, in the third property listed above. Indeed the function y = fr(x) for real x can be treated as an almost periodic function. It is from the seventh listed property that the algorithm emerges, for the relation fr (xp/q) = m/q follows directly from the Diophantine equation

px —qy = m , with q > p . and  fr(q/p) = s/p 
And hence, by our seventh property,


fr(yq/p)  =  fr (sy/p = fr ((p-m)/p) = c/p

which has changed the Situation to the smaller denomi​nator P.

Now we set up the indicated equation

sy — px'   = c

and continue in like fashion, wich the aid of auxiliary unknowns similar to x', until a numerical solution is finally directly obtained. This value is substituted back through the series of equation, yielding x and y.

Choosing large numbers to test the method's efficiency in practice, let us solve the Diophantine equation

534544 N — 2925615 M = 3767820

in minimal positive integers. We first have


fr( 252895M /534544) = 508532/534544

and then


fr( 28754U /252895) = 250153/252895

Proceeding in like manner, we finally obtain:

fr(5t/13)  = 5/13    t = 1

Whence, by back Substitution,

k  = 15, z = 33, y = 83, x = 617, q =701, w = 2723, v = 3425, u = 30132.

Hence
M = 63692,   N = 348600.

The method, following a recursive form with numerically explicit rules of recursion, is easily adapted to machine calculation. This algorithm of fractional parts is the swiftest possible means for the solution of Diophantine equations in the first degree and possesses immediate applications to those of higher degree. The algorithm arises directly out of the analysis of periodicities involved in the recurrence patterns of three rotating bodies.

The power of the method is seen best by citing an example. On pages 57 and 178, for instance, of J. V. Uspensky's and M. A. Heaslet's work on number theory (McGraw Hill, New York, 1939) the authors take the better part of a page in solving Diophantine equations or their equivalent congruences of the first degree, while our algorithm of frac​tional parts requires but a few lines to set forth the solution, and is much more straightforward. Thus, instead of some twenty lines of fine print to solve the congruence

35x  ( 14(mod 182),

we have
fr(35x / 182) = 14/182 or, reducing, fr(5x / 26) = 2/26

whence, by our algorithm, x = 26k/5 + 2/5, where k is a positive integer. Taking fractional parts of both sides, we have

fr(k/5 + 2/5) = 0

whence   fr (k/5) = 3/5 , or minimal integral  k = 3. Hence, the minimal integral positive solution of the congruence is 

x = 16

by substitution for k in the equation relating k and x. And the other roots are, as evident from the same equation, all given by 16 ± 26n, where n assumes positive integral values including zero. On pp. 183-4 of the same work the relatively complicated Voroni congruence is employed to solve the congruence

5x  (  – 1 (mod 69),

whereas by the fractional parts method, based on reso​nances in periodicities, we have simply and elegantly

fr(5x / 69) = 1/69

x = (69k + 1) / 5

fr(4k / 5) = 4/5

k=1   x= 14

Another phase of the chronotopological aspect of number leads us to consider the so-called imaginary, i, which may be preliminarily defined as that quantity which when raised to itself as a power yields e - (/2 , or approximately 0.208. The property of i that first concerns us here is its cyclical multiple value, given by

i =i 4n+1 = i (4n+1

where ii = i  (2, ( i i ) i  = i ( 3  etc., the above relationships holding for all odd integral powers; and by

 i 2n+1 = i ( 2n+1 =  +/-  i (depending on whether n is even or odd).

Beside  ix,  ex and hence log,x are multivalued, as also are the circular and hyperbolic functions. Indeed all these five kinds of functions: complex, exponential, logarithmic, circular, and hyperbolic, are intimately and deeply interrelated. It is worth noting too that our fractional-part function, fr(x), is also multivalucd and is related to all of the previous five, as it refers to the proportion of circular area taken up by the sector of a given phase of a changing central angle. As a matter of fact, it is angle (and hence rotation) rather than length (extension) that is an essen​tial feature of all these functions20 .One of the viewpoints basic in chronotopology is that it is extension and angle which comprise the phenomena of mathematics, the first related more to space and the latter more to time, each limited by but not dependent on the other, just as the angle between two lines can change without special ref​erence to their lengths.

Thus the imaginary base, i, represents a rotation of   ( / 2 and can hence be considered, as we have termed it on a previous occasion, a dimensionality operator. It denotes a shift of one dimension or degree of freedom, since it converts one vector into another acting perpendicularly to the direction of the first, without changing the magnitude of either.

Now taking the axes of reals and imaginaries as the Cartesian X and Y axes respectively, we may write for any real value of x that

ix  = y (where  (). signifies "becomes")  or ix = y + v  (where v is some function of x and y)

and

iy  ( x or
iy = x + u hence u =  -x + iy and v = -y + ix

Now we have


( v / (y  = ( u /( x = -1


( u / (y  = - ( v /( x = - I

Since for v = x—y and u = —y—x the same relations of equality (though of course not the same values) hold between the partial derivatives with respect to x and y, we have in the above statement an alternative and very direct derivation of the Cauchy-Riemann equations. Remembering that the rotation transforming x into y takes place as viewed from the positive end of the Z-axis, the above results can be generalized to three dimensions, yielding six partial differential equations of the Cauchy-Riemann type, thus shedding light on the solution of
Laplace's equation in three dimensions by means of complex functions and on the full solution to Dirichlet's problem. An approach to field problems in physics necessitating Laplace's equation in three variables is thus made possible through complex function theory.

If we let

u1 = ix-y, 

u2, = - iy-x 

v1 = iy-z, 

v2 = - iz-y 

w1,= - ix-z, 
w2,= iz-x

then


( u1 /  ( y   = ( u2  /( x   ,    ( u2 /  ( y   = - ( u1  /( x 


( v1 /  ( z   = ( v2  /( y   ,    ( v2 /  ( z    = - ( v1  /( y


( w1 /  ( z   = ( w2  /( x   ,   ( w2 /  ( z   = - ( w1  /( x 

are the six necessary partial differential equations generalizing the Cauchy-Riemann forms for three dimensions. Continuing, there is a significant relation between i x and fr(x); namely, that i x refers to the same proportion of a complete rotation as fr (x/4).

Thus i 1/4 refers to a rotation through  ¼ th of a circumference; i ¼  to  1/16 th of a

circumference, etc. 

We may say that y = fr (x/4) provides a mapping of y = i x. However, as we shall   see, fr(x/4)  is not the least arbitrary measure of ix. Similarly, the Gaussian mapping 21 of ix = a + bi (where a = cos (x/2  and  b = sin (x/2 ) as point on a plane contains inherent arbitrary omissions of

essential aspects of the mathematical titles and operations implied by i x.

Thus the full mathematical meaning of cos ( + i sin ( not adequately rendered by saying that the expression presents the point at the end of a unit hypotenuse drawn from the origin of a pair of Cartesian axes in the plane of those axes and at an angle ( to the horizontal axis; for such a point could also be represented by the expression cos ( + sin (, as sin x is always perpendicular to cos x and does not require the insertion of i to make it so.22 Further, recalling that i signifies a 90°-rotation, we see that a+ bi means specifically that

1. the sine of ( is rotated 90°

2. the cosine of ( is not rotated

3. the angle ( itself is also in some manner rotated 90°    (since a + bi = e (i).

Now the only way for both an angle and its sine to be otated and its cosine remain unchanged is for the entire right triangle to rotate about the cosine as an axis. We here speak of the rotating right triangle directly implied the expression a + bi = e (i. The reasoning is in nowise changed if the hypotenuse or modulus is different from unity. The following diagram exhibits  cos ( + sin (•




Z






Y



AB’ (( OZ










AB  ((  OY





    B’      B




O
      A




X

OA 
= cos (
AB 
= sin (
AB ‘ 
= i sin  (
OAB’ = cos ( +  i sin (
( AOB = (
Similar diagrams may be employed to exhibit the operational meaning of 
cos ( - i sin (• and cos (- ( ) +/(  sin (- () • Thus it is clear that the expression a + bi t  where t  is positive, increasing, and integral, represents successive 90° phases of the positive rotation of a right triangle, with unit hypotenuse measured from the origin, about its cosine coincident with the horizontal axis. For all odd t have the convenient relations

a + bi t   = a  +/( bi = e ( + (i
For even t  the relationship to e ( i  is not nearly so simple, being

a + bi t   = 0.5 * ( e ( i ( i (/+1) + e ( i ( (i +/( 1) )

where  a’ = cosh (i , b’ = cosh (i , a = cos ( and b = sin ( .  23

The multivalued nature of complex expressions requires us in this case to leave indeterminate the number of rotations  the right triangle has undergone or may still undergo. So to assign full meaning to a + bi t requires us in turn to realize that that expression implies a right circular cone being generated by positive rotation about its altitude as axis, its vertex being at the origin, its altitude along the X-axis. The semi-vertex angle equals (; the slant height, 1; the altitude, a; and the radius of the base, b. Thus every comnplex number is not only a point on a plane, but a point on the base of a specified right circular cone. If (  increases with t, a sphere is generated as (  proceeds from ( to (. . At  ( = ( / 2   the cone has zero altitude and the right triangle generates at that phase a circle in the YZ plane with radius equal to the slant height of the cone. Just as ( = 0, the base of the cone was zero, and the altitude was unity; so now, when ( = ( / 2    the altitude is zero and the slant height (and base radius) is one unit at right angles to the initial position, in other words, i. Here is the operational meaning of e (i/2 = i.

When the entire sphere is generated, the conically rotating generating radius lies on the X-axis and points toward its negative end, thus having a value of minus one. Here is the meaning of e(i = ( 1, which thus becomes a very compact formula for the completed generation of a unit sphere recorded in successive +90° phases of its generating radius. And  e( (i = 1 represents the reversal of the generating radius, through a series of —90° phases, to its original position; 

e2(i  = ( 1 summarizing a full +90° phase cycle back. to the zero position. In view of our prior discussion of the chronotopological view of number as the recurrence of completion, the place of cO' in that view, in terms of the first measure of number we discussed, is manifest.

Another germane consequence of the dimensional significance of the imaginary is that every circle may be considered as but the right central section of a hyperboloid of one sheet, the so-called imaginary points of the circle being quite real points in another dimension, namely on the surface of the hyperboloid, above or below the circle as the case may be. With this conception, the algebraic interchange between circular and hyperbolic functions of real and imaginary angles may be analytically geometrically exhibited. Further, every point in the plane of a real circle is referable to the circle through its i-hyperboloid. The presence of one finite circle is thus shown to be able to organize an entire plane.

Likewise, a point-circle (or ellipse) is demonstrated to be simply the vertex point of a pair of circular (or elliptical) cones whose equation is defined by that of the given point and whose axis is the Z-axis. In this case, one point-circle can organize a plane, every point in the plane being explicitly referable to the organizing center. Similarly, so-called imaginary circles refer to right sections through a hyperboloid of two sheets at a certain distance from the reference plane parallel to such sections, which distance is calculable from the equation of the imaginary circle.

There is space for one example to be cited before pro​ceeding with the main discussion. The imaginary point (3ai, a (10)  of the circle x2 + y2 = a 2 is the point (a (10, 3a) on the hyperboloid x2 + y2 - z2 = a2. When transformations iy = z (or y2 = (z2) and ( ix = z (or x2 = ( z2), already discussed, are applied in turn to the circle x2 + y 2 =  a2, we obtain respectively the XZ and traces of the hyperboloid. Thus a specific, tangible, natural meaning at once is given to the imaginary portions of a function in x, y if reference is had to the :is by means of viewing the imaginary as a dimensionality operator. And the entire function, instead of merely a part of it, is made available to conception and analysis. The results already gained by so regarding i give reason to expect that further treatment of the functions of a complex variable along these lines by the methods of differenial analytic geometry in three dimensions will furnish a mathematical structure of such functions with full clarity will obviate any necessity for being confined to plane projections via Riemann cuts. Riemann's ingenious but heuristic device is necessitated only if we confine ourselves plane projections when actually complicated forms of higher dimension are involved, as is the case. The Riemann cut is required to allow interpretation by plane projection of functions for which plane projections are adequate to express the entire mathematical meaning. singularities occurring in the mapping of complex functions also become much more susceptible to analytic treatment when the higher dimensional form of such functions (revealed, as in the case of a circle with an imaginary radius, above mentioned, by an interdimensional treatment of the 90°-phase periodicity of t) is taken into consideration. Thus, for example, a singular point on a plane can now without difficulty be functionally understood as representing the projection of the tip of a solid horn angle perpendicular to the plane; and then the continuity of the point with the rest of the function can be established. Such singularities can always be viewed in the light of the interdimensional significance of i in a function.

These methods also afford insight into the nature of linear and non-linear oscillations and the central problem,~ in the latter case, of finding the limit circles. Thus from the present discussion it can be said that the function

u = 1 n mod [(x+iy+1) ( (x+iy-1)]

is directly related to the oscillatory motion of a point-mass on a circle rotating in a vertical position about its diameter coincident with the Z-axis. Three-dimensional treatment of the complex function provides the means to perceive and state such connections in all similar applications.

The significance to chronotopology of another implication of the interdimensional view of i, though it has been adumbrated, requires now more explicit statement because of its importance. It is only through the passage of time that physical events can become perceptions and then memories. If we are to analyze time mathematically we must also find a mathematical measure for such processes. In the light of the foregoing discussion the fact that, with reference to real numbers,  0  ±  k i  = 0,  k being some real function, provides the clue to such a measure; for it exhibits the truth that what is nothing in one context or dimension ay possess quite concrete content in another . 24

Daily observation bears out the practicality of this concept of relative nothingness in a multitude of ways. It is common knowledge, for example, that a man's increase  of integrity has no necessary effect upon the increase of either his material wealth or power. In the language of its discussion, whether k be one millionth or one million ratters nothing to the real value of the expression 0 + ki, which is still zero. This fact is geometrically obvious a the usual Gaussian diagram, wherein no amount of increase (or decrease) along the axis of imaginaries will enhance or detract one whit from the value along the axis of reals. With respect to that axis, we have 0 ± ki = 0. A great stumbling block to theoretical advance in both biology and psychology has been the lack of a mathematical approach to the so-called mind-body relations and to the distinctively functional phenomena of psychology. No mathematical functions for such processes have been sought. The biological and psychological sciences have been groping for a concise theoretical language capable of expressing such phenomena and relations in all their observed patterns, subtleties, inter- and intradependences, and rhythms.25 We suggest here that the mathematics of complex functions applied chronotopologically is the principal mathematical tool adequate to the task. Such adequacy-exists because of a fundamental measure-similarity, or minimal arbitrariness, between the nature and behavior complex functions and the phenomena in question. Mathematics today has but scratched the surface of both knowledge and interpretation of the analytic and differential geometrical phenomena of complex functions. The direction of such a development lies, as we have already indicateted in the direction of chronotopological thinking, treatment in three or more dimensions. In unifying the concepts of real and imaginary by means interdimensional interpretation of the  ( / 2 phase of the rotating number i, a degree of conceptual order is attained without which an adequate organization of physical and psychical phenomena is not possible. Such adequacy implies a non-arbitrary organization giving full scope to the observed activities and prominences of both physical and psychical contexts of experience, and also exhibiting their interrelationships in terms of a measure-notation.

It is at least suggestive in this connection, and it throws light on the central point of religion—post-mortem survival of psychic entity,—that if man's entire constitution be represented by a + bi, then even though a (the physical context and manifestation) be completely reduced to zero, such reduction need in nowise affect the value of bi. That is, the reductivist view, recognizing only the axis of reals and asserting that 0 + ki = 0 absolutely, is specifically denied. It is thus seen mathematically that the destruction of the physical body need no more mean destruction of the psyche than that the smashing or burning of a radio set means the destruction of the pattern of radio waves manifesting through it. Indeed only the arbitrary skepticism of a reductivist viewpoint—a skepticism as logically unwarranted as credulity—would attempt to assert otherwise, in the vain hope that unsupported denials should be any more scientific than unsupported affirmations.

The idea of a non-absolute nothing appears to pervade also the physical context of nature. For even if we were able to evacuate a chamber of all matter, the medium for the transmission of gravitational impulses and electromagnetic waves would still remain in the so-called 100% vac-uum. Yet not only zero, but infinity too, may be taken to indicate a change of one dimension .26 Thus through an infinitude of points we obtain the next higher dimension, line segment; through an infinitude of line segments, a plane, etc. We may therefore assume that the axis of reals relates in some way with the axis of imaginaries at infinity as well as at zero.

To close this part of the discussion dealing with the relation of reals to imaginaries requires one final comment. When we map a + bi in a plane diagram we are napping on the XZ plane, taking our reals to proceed along the X-axis. Further, we cannot .fully account for the nature of a + bi without taking into account a rotating right triangle, and not simply a rotating line. To regard the latter representation as a fully adequate measure is but another instance of the fallacy of reductive or omissive thinking. If a = 0 we have simply b units along the Z-axis. Indeed 
bi =  0 + bi  and must be so treated 27 , this type of inclusive statement contrasting by greater accuracy with the omissive reductive thinking typified in the statement ki = 0 considered as ultimate.

Thus any complex number is to be defined geometrically by a specific right triangle in the XZ plane, in turn referred to the right triangle in the XY plane of which it is the rotation, the multivalued nature of this rotation leading to the cone previously discussed, and to the gen​eration of a sphere when the angle 0 increases from 0 to (, as before explained.

I

An imaginary number ki  ( =  k e i(/2 ) is that special case of a complex number for which the cosine-side of the right triangle is zero (see note 27), and may be considered as the  (/2 phase (i.e. along the Z-axis) of a radius k rotating in the YZ plane and centered at the origin. The altitude of the cone is then zero.

Resuming the discussion of dimensionality in terms of the topology of time, several dimension-like aspects of time emerge. Now the transitional zeroth dimension of time—the time point—may be partially represented as the third dimension of space, for every event-point has some momentary solid state and configuration as its physical content. The change of these 3-dimensional tableaux results in occurrence. Thus the first dimension of time may be likewise partially represented as a fourth dimension of space, whereby the juice enters the orange without passing through the skin by the simple expedient of its having previously entered through the stem before the rind sealed itself off at the stem in ripening. The interoperation of negative and positive time axes explains such phenomena.

The time-point is an instantaneous stage of an event n ( a  3-D tableau, the continuing occurrence of such point-events or changes forming a time line, curved or rotated into the second time dimension 28  by recurrence.

This curvature is not simply closed (since there is never exact recurrence), but evoluted in a helicoidal skew-curve, constituting the third temporal dimension: development. Beyond this lies the envelope or carrier-wave of the development-helicoid, i.e. the fluctuating or pulsating pattern of possibility or ultimate, limiting cause which controls development.

Finally and fifthly we have consummation, re-entry, or integration—the achieving of a unified relationship at every moment to all the past by exhibiting all past occurrences as part of a single closed form and structure in this highest dimension of time, consummation, which is an ever re-creating ending, exhibiting the full implications of the beginning in now explicit form. Such a continuous integration of all experienced phenomena is the primary function of consciousness through its various operational phases of perception, conception, memory, relation, and judgment.29 Such integration thus leads to decision, creating another time-point; and the temporal dimensional cycle re-commences. There are two principal ways to display a 5-dimensional structure of time by means of 3-dimensional representations, as shown below. Figure A represents a Closed-System model, referring intrinsically to the iniation consummation of a particular development. Figure B depicts an Open-System model, referring to the pattern of the functional structure itself, without special relation to a particular development from any epoch-event. Summing up this reckoning, there are eight world dimensions in all, three of space and five of time.
A—Closed Time Structure (potential aspect) with its dimensions
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B—Open Time Structure (kinetic aspect) showing dimension
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The dual nature of the fifth temporal dimension, as town in its closed and open aspects, conforms, as we could expect, to the recursion (back to the time-point) of the temporal dimensional sequence as mentioned in the course of the preceding paragraph. There is an oscillation in the very nature of the successive temporal dimensions, expressible in approximate fashion by the terms 'growth' and 'form.' Occurrence, the first dimension, is clearly growth-predominant, while the second temporal dimension, recurrence, expresses through occurrence, and is pattern- or form-dominant. Listing them we have

1. Occurrence—growth (()

2. Recurrence—form
(—)

3. Development—growth (()

4. Possibility—form
(—)

5. Consummation— growth (open structure) form  (closed structure)  +/-

We note that the most ultimate finality found (the fifth temporal dimension) is neither a beginning nor an ending, but both. At the head of the above list we can place the time-point of eventuation, or the zeroth temporal dimension, which shares the dynamically neutral and dual nature of the fifth as the seed of both growth- and form-dominant time-extensions, and contains their common potentiality. Thus: 0. Initiating force (growth), Decision (form) [(/(]. 

Turning to a neighboring aspect of this discussion, the phenomena of resonance have been more thoroughly investigated than the nature of standing waves, though the wo are intimately connected. Indeed, standing waves and all other resonance phenomena relate to rotation of some sort.30 And as we have seen, all periodicity has a chronotopological significance and application. Specifically (now referring to the negative axis of the second of the three minimally required variables for the explicit analysis of time waves 31,), potential energy must be referred primarily to standing waves, and kinetic energy primarily to non-standing waves.

Such a view harmonizes with the proven quantized nature of fundamental energies, and also sheds light on the nature of the quantum, unifying it with more familiar phenomena by the aid of the time-wave conception. In fact, this conception tells us more, for it requires that every quantum be surrounded by a wave-field, as are electrons.

The quantized appearance of energy is necessitated by the wave-nature of time. The waves of time breaking on the beach of occurrence, so to speak, in releasing their energy create the effect of discrete particles or quanta of energy, while actually the source of the continuity of the phenomena lies in the wave itself. The celebrated wave-particle paradox of the nature of energy remains a paradox only so long as the chronotopological phases of the phenomena are left unrealized in the analysis.

In fact all paradoxes are not so much brilliant or profound as they are simply symptomatic of the presence of reductive or omissive thinking at some point. If the conception of the phenomenon is accurate and clear enough, and the understanding of it full and deep enough, apparent paradoxes will disappear, except in those regions where understanding is not adequate and problems still remain. Paradoxes and dilemmas are to be preferred to even more arbitrarily reductive distortions, but they are by no means to be mistaken for final solutions or for the whole truth of their universes of discourse. The reductive mind overlooks the return track of the railroad and then glories in the "insoluble paradox" that the trains must run both ways on the same track. Until we cease desiring love affairs with paradoxes we shall never know the grace of truth, which follows only upon the unremittingly vigi​lant determination to omit nothing that exists from the framework of our conceptions, no matter how awkward that may be for our preconceptions. For there is always a lot more that exists than what we are aware of at any given moment. We can ill afford to forget that fact; because if intellectual humility is thus lost, accuracy and logic are at the same moment jeopardized, and the probability of finding correct answers drastically reduced or nullified.

Concluding the present discussion of potential energy and its direct bearing on chronotopology, we must realize that the usual statement,  F  =  ma,  does not define force, but represents only a meter-reading for force under certain conditions. Thus the forces acting  within a beam under stress are not taken into account by the ordinary application of that equation. Again, a man holding up a roof from falling down will expend energy and become tired, even though neither he nor the roof move. His continuance of the standing waves of neuro-chemical energization of his muscle fibres causes him to become fatigued. Energy is thus expended even if only sub-observational standing waves are involved, making the phenomenon non-kinetic when macroscopically observed; and potential energy ap​parently requires for its maintenance the expenditure of kinetic energy at a more microscopic level of observation. Potential energy would thus be directly connected with increase of entropy—and hence with the movement of time —within a given region. 32 A time factor as well as a distance factor must enter the picture, in combination with force, as a measure of energy. Now since by the usual definitions

F t = m v

we see that Force x Time has the dimensions of a momentum, even, as in the case of the man holding up the roof, where no momentum is macroscopically observed. Every momentum, mv, must by definition have an associated kinetic energy, ½ m v 2. We can thus render the fact that potential energy is microscopically kinetic energy only by straining the ordinary conceptions, while chronotopologically such problems are removed by rendering the standing waves involved in explicit and calculable form.

Considerable light is thrown at the same time on the nature of energy fields by these considerations; as it is axiomatic, chronotopologically speaking, that all energy fields are maintained by and consist in standing waves, including their ultimate form as standing time waves.I
Hence any given energy field possesses or is directly retied to at least one singularity or point-discontinuity Bowing up as a source or sink. That singularity indicates the energic genesis of the standing waves.33. 

We can now proceed another step to point out that not only fields, but resulting forms and structures, including biological ones, were ultimately created by standing waves of some kind, and are maintained by them—thus introducing a natural order throughout a pervasive gamut of phenomena. That ultimate origin constitutes one of the reasons behind the extreme versatility of Fourier series in representing functions of all sorts, i.e. as a general measure. All natural morphological symmetry, bilateral or radial, the result of some form of standing wave and may be tapped as a periodic function representable by a closed curve of some kind.34 In general, all repetitive pattern whatsoever—of which symmetry is but one example—results from the action of some form of dynamic periodicity. 35 

Furthermore, the entire gamut of natural morphology appears to stem from the felicitous recombination of actually a few basic forms—archemorphs we may call them. These comparatively few archemorphs are found arranged and rearranged with each other, with appropriate thematic variations of form and size, much as the letters of the alphabet in the various type styles and sizes of printing,—yielding the rich language of all the numberless natural forms of the world about us. The forms of a perfect walnut meat removed from its shell, and of the human brain removed from the skull, are examples of this subtle archemorphic variation. A butterfly with outstretched wings stands archemorphically between those two and a pair of veined leaves on a stem, as well as the two lungs and trachea. And the leaves are also the breathing organs of the tree. Archemorphic interrelation is the key to the continuity of all natural forms. A vast field of mapping the wave functions of archemorphs and their thematic variations lies before us, from nuclei to nebulae. Characteristic inte​gers and certain common fractions, infinite series, and transcendental numbers will become extremely important in such investigations, as preliminary calculations have proved.

In conclusion, we previously briefly referred to the errors attached to the generalizing of reductive formulas like  0 ± :ki  = 0 beyond their inherent limitations of application. Another specious example of the reductivist fallacy arises from the ambiguity of the ordinary algebraic sign of equality. Thus when we write









 e  ( I = -1 

we can by no means, as we have seen, equate the operational meaning of the two sides of the equation, but only the end-results, and even then only as computed by one necessarily limited aspect of those results; in this case, as computed by the direction and magnitude of the conically rotating generating radius at its ( phase. Again, though a + bi –1 = a + b 3 = 

a — bi algebaically, they are severally three different operations or leading to the same end-position. The algebraic equality sign refers to sameness of end-position, but does nececessarily denote identity of the two or more processes equated. There is a further ambiguity as to units, and we write algebraically   1 3 = 12 = 1, although geometrically it correct to state that a unit cube equals a unit square or unit length.

In physics mere algebraic equality is even less meaningful than in geometry. And chronotopological analysis, depending as much upon the operational reasons for an equality as on the mere algebraic equality, requires us to look behind algebraic equality signs and in general to do more than merely reductive expressions of either observation or  conception permit. This thought takes us back to one of our initial distinctions: that between an existence theorem and a reason theorem. To uncover and exhibit the fundamental, and not simply the tautological or formal reasons why a relation should be true requires mathematical insight of a higher order than merely to demonstration that such a relation is true. The latter type of demonstration yields logical existence theorems, or simply existence theorems; the former, reason theorems.

 Hence, to assert that such existence theorems constitute full logical satisfaction is another example of the general reductive fallacy, which we mention now in a different context because of its deep-seated prevalence, and the consequent necessity of understanding it in order to be aware -of it under Protean guises. That fallacy consists essentially in a process of unilaterally exclusive reasoning, whereby inadequate premises lead to conclusions which result in reducing the field of the subject matter to less than it in fact is. Such conclusions are naturally false beyond the narrow and arbitrary barriers of the more or less rigid conceptions that spawned them in the first place, and misleading even within those barriers as suggesting there is nothing outside them to consider.

The reductive fallacy is a besetting one. A recent example of such thinking is the persistent attempt to interpret the non-Doppler red-shift in the ad hoc terms of a speculative, violently expanding universe, the only alleged proof for which lies in the very red-shift under observation, and the only example of which consists in the alleged expansion. This is a case of reducing the intrinsic implications of the observations, and then imputing other implications in order to obtain conformity with some otherwise unverified assumptions arising out of the hitherto current fashion of general relativity theory.

Actually, the logical economy of the observational situation in question would direct the attention of a dispassionate inquirer to a much more economic conclusion: that here we have an implication of a type of hysteresis. Consideration of the elastic hysteresis of a wave, computed from the energy of the wave in connection with its medium of transmission, shows that both the amplitude and frequency of any unsustained radiation wave must decrease with time on account of hysteresis losses of energy. In the case of light, this hysteresis loss can be shown to be of the same order of magnitude as the observed red-shift.36  By the nature of elastic hysteresis we would expect such losses to be accelerated as the energy of the spent wave approaches zero. This has proved to be the case. On July 14, 1956, Drs. M. Humason and A. R. Bandage of the Mt. Wilson and Mt. Palomar observatories reported a non-linear increase in the red-shift for the most distant galaxies the great 200-inch telescope could reach. This fact they inter​preted under the old exploded-universe hypothesis as a fantastic increase in speed by the giant nebulae, instead of as a natural and inevitable accelerating energy-loss of the light wave.

Not only does the understandable and easily verifiable hysteresis phenomenon explain the non-Doppler nebular red-shift, but it enables us to calculate the maximum diameter of a physical cosmos as 3.5 x 109 light years. 37 There are interesting relations between the elastic hys​teresis of a light wave and its electromagnetic momentum and mass, for which there is not space here. Suffice it to say that the horizon of logical inquiry and scientific thought in general is significantly extended by putting aside reductive thinking, as such thinking ends in actually tending to hinder inquiry and discovery. The process of the historical development of ideas has proceeded, as was said before, like the successive approximations to the final ratio of successive terms of a Fibonacci series, first veering to one side of the true answer and then to the other. There is a definite oscillation of injustice and error in history and in the fashions of ideas, at one period swinging to the right of issues and in a following period to the left, within a given area of discussion. In our times the pendulum of scientific fashion has swung almost the gamut toward formal reductivism. We are confronted with an anti-intuitive mathematics, a behavioristic approach in the social sciences, and a consequent laxity in thinking about origins, the reasons for the choice of axioms being allowed to remain obscure—often, unfor​tunately, in the prejudicial interest of a minutely formalistic exhibition of the necessary conclusions following upon the favored assumptions. All this not infrequently accompanies a preoccupation with merely notational minutiae and tableaux of ad hoc and already prearranged axioms, dangerously nearing intellectual decadence. Mr. Rothstein is one of a growing number of refreshing and felicitous exceptions to a general reductivist tendency and tropism of twentieth century thinking today. He fails to be only when he forgets that in the process—too often overlooked—underlying the choice of certain axioms and the consequent rejection of others lies the nub and node of the inherent problems encountered in various methodological theories. Occam's razor helps in eliminating logical expendables, but still the ultimate means of ad​mitting or rejecting axioms, assumptions, premises, or hypotheses remains as it has ever been: fact, as known through experience, with no arbitrary limits of meaning imposed upon experience. The clauses are essential. The very value of his contribution makes mandatory the mention of some safeguards against specious pitfalls

Thus when Mr. Rothstein attempts, on the grounds that his assumptions are not competent to deal with them, to exclude feelings from meaningful experience (p. 56), he becomes Procrustean and subject to the intellectual ankylosis he himself laments in his preface. For he implies in the discussion that his assumptions are sufficient for logical inquiry, although the fact of his omission would deny such sufficiency.

If he or any other non-commercial writer did not have distinct feelings—quite aside from knowledge—as to a given subject, he would not be writing about it. Indeed he would not have set about acquiring his specialized knowledge in the first place without the drive and incentive of some feeling in regard to it. Scientific curiosity itself contains a goodly share of affective components. The search for and appreciation of harmony in nature that Mr. Rothstein so, well speaks of is perhaps the most potent factor behind all the greatest scientific discoveries—and that factor is principally a feeling. Even the phobia against considering the scientific importance of feelings is itself a feeling. Far from being irrelevant to logic, feelings are the prime basis in all human activity—including science—for selection among alternatives of otherwise equally acceptable premises. And premises underly all logical demonstration.

Simply because something is not susceptible to measurement with the means We have developed, or is not commensurate with some favorite criterion of knowing that we have advanced, we cannot say that it does not exist or that it has no meaning. One of the greatest and most recurrent fallacies in twentieth century thinking has been to equate non-measurability with non-existence or insignificance, in an attempt to relegate the allegedly non-measurable to the limbo of unreality whither, however, it stubbornly will not go.

The author himself (p. 29) terms absolute simultaneity meaningless within the framework of the empirically verifiable," following at this point the phenomenological relativist view that began with Ernest Mach, who so sacrificed objectivity that in the face of fact and reason he soberly alleged and preferred to believe centrifugal forces were effects of the fixed stars rather than to see them for what they are: derivative components of the rotational forces whence they arise. But rotation did not fit into Mach's phenomenological relativity, as it has always proved a sore point for reductive thinking of a relativistic nature.

Likewise, the statement above quoted is a fallacious notion simiilar to that consigning the presently unmeasurable to non-existence or insignificance.

Actually it is not difficult to demonstrate the necessary existence and occurrence of absolute objective simultanity, irregardlcss of any sensory illusions arising from using ;a signal of finite speed as a measurement communicator for mutually moving bodies. If two wheels, A and B, whose axes lie in a common horizontal plane, are rotating at different speeds, there are at all times two points, Pa. and  P b on the respective peripheral edges at a maximum perpendicular distance from the axial plane on any given side of it. The existence of an absolute simultaneity follows simply from the continuous nature of the wheels rotation and their circular shape. There is always a highest vertical point on both wheels, and in fact a continuos succession of absolute simultaneities. Indeed a constantly changing complexion of continuously occurring absolute simultaneities is an essential characteristic of any dynamic system.

A similar situation is presented in the case of mutual motion among two or more bodies, said by reductive extremists to be impossible to specify among the bodies and hence meaningless and effectively non-existent. However, let us consider two manned rockets passing by one another, each ship equipped with a speedometer and a televised screen-image showing the instrument panel of the other ship. Now if both rockets are proceeding at uniform velocities and approach each other from opposite directions, third and external observer might well not possess enough data to determine the vector components and decide who is approaching whom. But the individual pilots do have enough data to ascertain this fact unambiguously.

An inaccessibility of data cannot be set down as empirical non-existence of those data ;38 otherwise scientific method is abandoned for mere semantic jugglery. The logical situation is similar to that surrounding the commonly used phrase "equally likely," e.g. p. 21 of this volume: ". . . some physical magnitude has a value between 0 and u, all values being equally likely," italics ours. In all such uses of the phrase what is actually meant is "equally likely so far as we know at the time of the measurement"; for greater knowledge always refines probability data and provides more specific and differentiated probability values that nullify the previous allegation of "equally likely," which was based only on our then greater ignorancc.39 "Equally likely" possesses more entropy and hence less information than a more specified probability pattern. With more information, an entropy decrease is mandatory as per the author's own exposition.

Thus, in the empirical realm of human observation a two-valued logic is far less realistic than a three-valued system containing a 'Yes,' a 'No,' and an immense 'Maybe' reaching over a vast number of data, each tagged with a thus-far-ascertained probability. On the other hand, a two-valued logic becomes far more appropriate for data within a strictly limited and specifically defined universe of discourse, or, more generally put, for data on which full information is available or accessible; in other words, for informationally closed systems.40 It is worth noting in this connection that pure noise also exists only for

informationally closed systems, and may be alternatively defined as irrelevancies with respect to those systems. Otherwise, there is no such thing as "pure" noise in an informational sense. Radio static may tell us about the ionosphere or even the stars, as in radio astronomy. Any noise in any case tells us something about what is causing the noise, if we allow our interpretational framework to remain open. And thus noise metamorphoses into information. In the context of this discussion the statement on p. 16 that "no information can be extracted from pure noise" is not unqualifiedly meaningful, as pure noise does not exist except in some specifically restricted sense and in a closed system. It is the reductive fallacy again.

The logic of the situation is similar with respect to the observation (p. 19) that Riemannian geometry has been shown to give a more "perspicacious description of the physical world" than Euclidean geometry. This is not quite so. The shortest distance between two points is still a straight line in our physical universe, provided we ourselves impose no special limitations as to the paths over which measurements may be made. An arc of a great circle, for instance, is the shortest distance between two points, A and B, on a sphere if we restrict ourselves to paths on its surface. But if we allow ourselves to pass through the surface, the shortest distance is the chord AB. The unrestricted geodesic in any space is always a straight line.

A specious notion—and one which tends to reflect upon some of Mr. Rothstein's finest insights—is that progress is always assured by more "fitting into the 'system' " (p. 59) or "adjustment," a shibboleth promoted by John Dewey on the basis of reductive Darwinian psychological dogmas. One reason words like "adjustment" and its cognates have become so popular in our time is that they provide a superficially impressive verbal screen for an age seriously depleted in values, the reacquiring of which is its major problem. This is a problem which cannot be solved by the mass methods now so in fashion; for its solution integrally involves the increase of the dignity and integrity of the individual as such.

Adjustment in itself is a meaningless term until we are clearly told what it is to which adjustment is being advocated. A successful criminal may also be "well adjusted." No pseudo-magical formula of "more adjustment" (which in some situations, as in brain-washing, can mean actual degradation) amounts to more than empty or invidious words unless those values and aims are revealed to which that adjustment is exhorted. Thus the aim of the de-individualized and soulless twentieth century mass-state is 100% adjustment—to those few who rule the state. In fact, the characteristic negative entropy associated with human activity can be interpreted as the creative and responsible opposite of "adjustment," which is simply going with the tide. "To adjust" has come to mean "to conform" in the context of the Deweyian and post-Dewey​ian mass-ethos and its political counterpart, the oligarchically controlled total state, whether it call itself capitalist or communist.

In this sense the U.S.A. and the U.S.S.R., for all their vaunted opposition, appear rather, by a common denominator of de-individualization, to be approaching each other psychologically; and hence in terms of their effect upon their component "cogs"—the forgotten individualities of their peoples. The situation is rapidly becoming that of the nonsense verse

Bach to back they faced each other,

with its ominous sequel of a surprise weapon

Drew their swords and shot each other.

Yet quite aside from atomic fission or fusion, the nation or civilization that kills the individuality of its members, and worse, anaesthetizes them to the fatal amputation, has thereby slain itself by its own deadening hand—and is doomed.

There is no cure for this tragedy once it is upon us; but there is a preventive. A very important aspect of negative entropy is involved, which the author adumbrates when he very ably writes, with admirable acumen (pp. 34 - 35):

What do we mean by an organization? First of all an organization presupposes the existence of parts, which, considered in their totality, constitute the organization. The parts must interact. Were there no communication between them, there would be no organization, for we would merely have a collection of individual elements isolated from each other. Each element must be associated with its own set of alternatives. Were there no freedom to choose from a set of alternatives, the corresponding element would be a static, passive cog rather than an active unit contributing to the organization in an essential way. Such an element can be called structural, as distinguished from the active or organizational element.
We have italicized the essence of this excellent definition, as without that essence we have merely a rigid structure: ossification, but not organization.

Curiously enough, in the very next paragraph the author loses sight of the vital distinction he had just so aptly described, and says

On the other hand, it is possible that the coupling between elements is so strong that only one complexion is possible. In this case ... organization is said to be maximal. All elements are then "cogs."

thus misleadingly using "maximal organization" to refer to ossification, i.e. when "all elements are then 'cogs.' " This confusion after so telling an initial analysis springs only from his having neglected an essential attribute of organization he had almost first grasped; namely, the existence of centers of energy concentration. A wider generalization is now possible: energy concentration is the hallmark of all forms of negative entropy, just as energy dissipation or scattering distinguishes positive entropy. The energy distribution patterns so characteristic of the presence of negative entropy are but the consequences and contingent reflexes of those centers of concentration. A still wider form of generalization is that some form of energy con​centration must be the basis for any kind of order; just as energy scattering is the basis of disorder. It should be carefully noted that energy distribution, which involves energy concentration, is diametrically different from mere scattering or dissipation. We are now able to define the very fundamental concept of order in precise terms, as essentially involving energy concentration of some kind. A point-center hence becomes the simplest form and source of order, as we already demonstrated by a different route on page fifty. The individual is thus the source of societal order, not the state. To ignore or, worse, dispense with him, the social atom, is to bring eventual and inevitable disorder upon society—the death of total entropy.

Recalling some previous distinctions, we can say now that rotation and angle would be logically more primarily related to negative entropy, just as radial extension and line would be to positive entropy. Our previous findings in regard to the imaginary and to periodicity serve to confirm that conclusion. The interesting question of what would physically constitute mathematically imaginary entropy can now be approached. For we realize at least that it must be characterized by some energic operation, which when applied to its own result leads to a concentration of energy (negative entropy) just as  i2 = —1. If applied twice more in like manner, positive entropy must result: i4 = 1. The simplest physical counterpart of such an operation is the rotation of the driving wheel of a locomotive cylinder piston, the piston being attached in the usual eccentric fashion. Such rotation requires 180° for compression (negative entropy increased), while a further 180° completes the expansion phase (positive entropy increased). Imaginary entropy thus refers to the energy state of a fundamental periodic operation resulting in alternations of negative and positive entropy increases. But this is precisely the operation of a wave. Thus imaginary entropy is the characteristic entropy of any energy wave and thus of all radiant energy, as well as of all energic cycles.

Returning to the nature of negative as distinct from positive entropy, there is something we still should consider. It may be called the problem of the water-skaters, insects that move constantly on the surface of a flowing stream to keep themselves at comparative rest with regard to its banks. Their motions represent a perpetual fight against the current of the stream. Unlike the leaf floating downstream, they are not adjusted to the prevailing current but are set against it. They are centers of negative entropy maintaining their own form of organization in the face of an opposing force. They have solved their problem against the attrition of positive entropy. On the other hand, the floating leaf exhibits positive entropy.

Flowing with the prevailing tide or current because of not being able to do otherwise is an entropy-increasing process; just as rowing upstream, for instance, reveals an entropy-decreasing entity. Housecleaning is another form of increasing negative entropy, since the direction of positive entropy is toward a household's becoming disorderly and dusty. Auto maintenance and repair are likewise entropy-decreasing. The central problem of geriatrics is to decrease biological entropy by slowing down the rate of increase of positive entropy in the human body. If we may term G the complex of geriatric or life-prolonging factors, then we have as a measure G =( d2 Eb / dt 2  where Eb is the biological entropy and t is time. All stresses and strains, both physical and otherwise, including psycho-physiological anxieties and tensions, are entropy-increasing factors, and may be analyzed by methods and concepts possessing the logical structure of thermodynamics. On these levels thermodynamics merges into chronotopology, as is also evident in the light of all the preceding pages.

The point to be kept in mind here is that conforming to an externally imposed system of prevailing tendencies more often than not actually represents an increase of entropy, and not organization at all. Thus what may appear as one hundred percent coupling is in itself not a criterion of zero much less negative entropy, and the situation must be analyzed further. A penetrating consideration of negative entropy takes one to very subtle and profound atmospheres of thought and conception. As Mr. Rothstein finally senses in summation (pp. 109-110):

Each synthesis seems to open the door to a higher kind of experience, which in turn permits higher syntheses. In spite of the solid "material" or "mechanical" basis of the discussion, there was always something eluding mechanical description.

On page 81 this statement is found further specified:

In fact, if one were to define the spiritual as that which tran​scends the material, he would be forced to conclude that the material always bears within it the seeds of the spiritual. One could accept this as an alternative to saying we are "mere machines," and with as good justification.

The question may be regarded as one which asks, "Do you include consciousness as an attribute of matter, or not?" If the answer be "Yes," then the answerer cannot hold with mechanism; if the answer be "No," then he is faced with an intolerable, because ever disconnected dualism, denied by the observed intimate connection of matter and consciousness. The facts of the matter— and Mr. Rothstein senses it on page 81—point in the direction of a more sophisticated restoration of the hylozoistic thought of the ancients, Greece borrowing from older Egypt in this respect. It is not quite enough to say that Goedel's theorem ends the contest between vitalism and mechanism "in a tie" (ibid.); for vitalism was never quite as dogmatic as mechanism, which claimed all was mech​anistic. Vitalism at least admitted mechanisms as instrumentalities or vehicles of vitality. In this respect the contest is proving to be not quite a tie, in favor of the vitalistic view containing a greater proportion of correct elements than the merely mechanistic one.

   On the other hand, the author believes that the correct approach to a universal language is through the programming code of an electronic computer (p. 93). He goes so far as to extol the eventual "poetry" of such a language (pp. 99-100). However, the very essence of poetry is the spontaneous creation, from hitherto known elements, of new images and meanings, fraught with the feelings that generated those combinations. There is no room in such a process for an electronic computer. For someone to suppose there might be shows prima facie how quickly deep can become the inroads upon logic that a reductive viewpoint and outlook can make.

A common fallacy about such computers is that they can create anything new. In point of fact they are either gigantic electro-mechanical tautologies, regurgitating only what has first been thought out and predigested for them in the human mind, and then encoded in them; or they are predesigned magnifiers of original human effort, as are levers or pulleys in a physical sense. Their results are no more mysterious or awe-inspiring than that the letter "A" appears on a paper when a varitypist presses the key marked "A." The machine thought no more to print "A" than the computer thought to produce its result. The computer certainly could not "draw conclusions" (p. 93) though it could separate appropriate from inappropriate statements by selection from a built-in set of possibilities according to a built-in set of rules.

The answers the computers yield have all been pre-insured by previous human thinking—the only thinking involved in the entire situation. What is distinctive about such machines is their speed and power of performance, thus enabling the production of results otherwise unob​tainable in practice, just as a weaving machine call weave many more rugs in a few months than a human artisan could in a lifetime.

To set computing machines on a higher intrinsic value-level than an abacus is an error fatal to a true evaluation of things. Yet that error is very liable to be made by any habituated by reductive blinders to hold the inventive gifts of man to his world above the giver, in a gigantic underlying inferiority complex, strangely often coupled with a lack of intellectual humility as perhaps a sort of aggressive overcompensation. There is more scientific mystery in the tiniest rosebud than in the greatest electronic computer that will ever be made. We use the future tense advisedly.

Fortunately, Mr. Rothstein's quality of intellect does not allow him to be entirely happy with his occasionally reducivist  framework. He shows a basic healthiness in circumventing or bettering it on many alternative occasions. This fact proves his worth as a creative thinker, and as such, his real value to the reader, who will find a new and interesting material to explore.

C. A. Muses

April, 1957

NOTES:

1 December, 1949, to February 1950

2. 1951, in apaper registered at the Library of Congress. The material is due to appear in book form.

3. Which may be briefly summarized as the problem of obtaining some analytic connection between time and 

the patterns of possible change of a statistically analyzable set-up composed of many heterogeneously moving elements.l

4. In one respect a poorly contrived word, yet the only one we possess in standard usage for the concept. It’s word form is positive, but it stands for a negative concept, that of irrevocable thermodynamic degeneration with time: that a burnt match can’t be unburned is an illustration of the law of increase of entropy.Ultimately, the central fact of entropy is involved with the inability to turn radiant energy into potentila, radiable energy again.

5. Physical Review, 1. XXX, 766, June 1910

6. The Nature of the Physical World, p.63 ff. Cambridge University Press, 1928

7. The connection between the calculus of variations and measure theory lies in these considerations, and arise out of them.

8. In the somewhat more artificial, but perhaps more familiar terms of set theory, K is a transformation from F to m(F); that is, K is a transformation whose domain is in F and whose range is in m(F).

9. At those points where f(x) and y=x are not only parallel but also tangetn, K=1.

10  At points where  f(x) might intersect y = x perpendicularly (or nearly perpendicularly), we obtain what can be called points of meaningless identity; that is, places where isolated values of m(F) are identical with those that would be afforded by a perfect measure, while the pattern of variation of m(F) immediately surrounding such points shows it to be totally unrelated to that of F. Points of meaningless identity, unsuspected as such, generate possibilities for fallacious conclusions as to the worth of m(F) as a valid measure. Many untenable hypotheses and theories are of such nature. Such pitfalls are distinguished and avoided by the test of ascertaining the over‑all pattern of mutual variation of m(F) and F which surrounds such regions. This pattern is given by K. It is prackical to observe that if we take Ka = arc tan [f ‘ (x)] ‑  ( /4, then Ka = m(K), since, (/4 is the value of  the slope of y = x. If Ka = 0, f(x) and y = x are parallel; if Ka= (/4, they are 450 apart; and if Ka = (/2, they are perpendicular.

11 This demonstratedly wide range of usability of the exponential function has a connection with its wide and versatile use as a measure in many concrete applications. The equilateral hyperbola vies with it in range of usability. This is not surprising since that curve and log e  are intimately related:  ( (y = 1 / x) dx = log e  x; and we are generally cognizant of the widespread use of the logarithmic function as a measure of various phenomena. Log e x itself also has a range of usability from 0 < x < (. On th eother hand, the circle y = 6 + ( 9 – x2  under the circumstances of this discussion would be usable only in the range of arc between thepoints (0,3) , (3,6) and between (0,9). (-3,6) , for example.

12: E.g. a series based on the area under a hyperbola, which area is infinite but not unconditionally so.
13 Trans‑Plutonian term, yielding a most probable mean solar distance 4 A.U., corrected to 48.9 A.U. by extrapolation from neighboring deviations from observed values.

14  The Fibonacci denominators throughout this arrangement. Fibonacci numbers play an important role in another phase of natural morphology :  phyllotaxis.  Some of these ideas were disclosed in the late 1940 ’ s a great Americanist and old friend, Dr. Herbert Joseph Spinden, who concluded that the pre‑Columbian Maya astronomer‑priests had attained a stage of chronotopological insight to have evolved the calendrical and thematical structure they did. We note that Johann Kepler's quest., though incorrect in form, was imbued with a similar animus and orientation.

15 In terms of fractions of a circumference or, in general, any multiples of it. With this cyclical conception of number the procession of numeration, i.e. counting or, in general, the increase of magnitude, is seen to proceed in a helical curve rather than along the conventional straight line of the axis of reals, that line being rather the axis of the helix, along the arc of which the counting proceeds, each complete turn producing an integer. The beats of completed turns of the helix represent integers; the interim portions of the arc, fractions, whether rational or irrational. Such a helix is intimately related to a basic chronotopological form mentioned.

16 Such conditions arise when two angular velocities are not directed in the same sense.

17 The number of sides of which are givne by N in [5]

18 Thus LCM(t,s,p), where all these periods with t>s>p being positive integers, is given by the expression
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while GCF( t, s, p) is best obtained as GCF [ GCF( t, s), GCF( t, p) ] using the previous formula for the GCF of two periods. The LCM can be obtained in like manner, as well as from the alternative formula
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again derived from the analysis of three periodicities. Since the triple conjunction can be viewed as the conjunction of any possible pair of conjunctions of two of the three bodies, there are only three such expressions for the LCM, the last being
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And in general RABC = LCM(PA, PB , PC) ;
and  

P ABC = LCM(PAB, PAC ) = LCM(PAB, PBC ) = LCM(PAC, PBC )

and NABC =  R ABC /P ABC. Finally, the retrogression of all dual conjunctions with  (  > 1/2 with respect to the direction of rotation explains the slow retrograde rotation of the sheen lines on a rapidly revolving shining or spoked disc.

19 For integers and zero, D=1 and fr=0/1. For irrational numbers, as before mentioned from a different viewpoint, D(n) and D[fr(n)] become infinite.

20 Remembering that thelast arbitrary geometric measure of e x involves a spiral curve, thus evincing the m

multivalued nature of  e x.  See too note 25.

21 With Kuehn and Danzig (1750) imaginary numbers had first been point-plotted on a plane. Argand (1806) extended the plane plotting to complex numbers. Gauss making the first timportant application of Argand’s contribution.

22 The operator sin by definition implies first, an angle on which it opers, and second, the coexistence of the operator cos and also the existence a right triangle, which is adequately represented (if the hypotenuse = 1) the expression cos ( + sin (•

23 In this connection it is interesting to note that the exponetnial function is essential a hyperbolic function 

e x = cosh x + sinh x. When x = (ip , p being real, we have ( e (i ) p = ( e ( cos  p (//2 )  ((( e (i  sin  p (//2) , which reduces

to the well known  e (i  = cos ( + i sin ( , when p is an odd integer. If p is even integer, the general formulation reduces simply to e (i 
24  Referring to the chronotopological integral for time interval (p. xxvii), we now see that the plane time wave thereby implied (by the periodic or quanta nature of energy release and hence of change) should be extended to three dimensions to yield a better measure. As already given ( loc. cit.), the X-axis (g) refers to effected change; the Y-axis (S), to degree of energy release. And we will see that the Z-axis refers to consciousness or awareness. As long as we attempt to confine the time wave to two-dimensional representation, data pertaining to awareness will be able to appear only in terms of imaginaries. Summarizing, we now have as usable measures: -/+X = past and future change respectively; :-/+Y = potential and kinetic energy respectively; -/+ Z = unconscious and conscious perception and/or conception, respectively. We shall see later how we can achieve even better measures, and that we have to proceed to five-dimensional representation to render the time function fully explicit.

25  In this connection, turning again to the field of bio-morphology mentioned some pages ago, the chronotopological approach leads to the following tabulation of a fundamental result; namely that there are four reentrant biological systems characterized thus: 1. Re-entrant, rotational cycle, open: Digestive System; 2. Re-entrant, rotational, closed: Circulatory System; 3. Re-entrant, vibratory cycle (may be considered as a profile projection of a rotational cycle), open: Respiratory System; 4. Reentrant, vibratory, closed: Nervous System. By operational structure they pair (1, 2) and (3, 4) as evident from the above summary.

We have space here only to mention further that the functioning of these important reentrant systems has relevance mathematically to the discussion of periodic functions. We must include closed curves in this class of functions since the arc-tangents of the 1st derivatives at a point, P, of such curves must turn through a complete cycle from 0 to 2( as P proceeds along the curve by assuming successive positions. Hence such arc-tangents are multivalued from the viewpoint of the number of cycles completed at a given point. Moreover, there are a few functions which have re-entrant successive derivatives; that is, successive differentiation recovers the original function. It follows that such functions also have reentrant integrals. Using f to signify the period of recursion, we have o

( e x dx = 1;  ( sinh x dx == 2;  ( cosh x dx = 2;  ( sin x dx = 4;  ( cos x dx = 4.

These same functions, we have already seen, are deeply inter-dimensionally related by the previous concrete meaning demonstrated for e x when x is imaginary. By the same approach the relations sin(ix) = i sinh x and cos(ix) = cosh x assume immediate analytical geometric meaning, as well as do such phenomena as the polar of a point inside a circle, the two imagi​nary points of tangency actually lying on the hyperboloid before discussed; while the polar of the center of the circle, or the line at infinity (i.e. the line 0x +0y + C = 0  is seen to be the Z-axis, the circle being centered at the origin. There is an interesting formal relationship between the 4-phase cyclic' trigonometric integrals and the cycle of powers of the imaginary base. Thus we have

( (cos) = sin

( (sin) = - cos

( (-cos) = - sin

( (-sin) = cos

and

i(1) = i

(i)i= -1

i(-1) =-i

i(-i) = 1((
To make this correspondence more readily understandable we must recall tir previous discussion that sin ( cos just as i  ( 1; and that integration, is a process of increasing by a dimension (consider the integral as area under  curve, for example) just as is the operation indicated by i.  Hence differentiation should correspond to decreasing or lowering by a dimension (the derivative as the curved edge of the integral-area) just as does  i -1 . Using  ( ( 1 to stand for differentiation we have
( -1  (cos) =  (sin

(  -1 (sin) = ( cos

(  -1 (-cos) =  sin

(  -1 (-sin) =  cos

and

i –1 (1)  = ( i

i –1  (-i) = -1

i –1 (-1) = i

i -1(-i)   = 1((
Thus integration corresponds to a positive rotation (alternatively, one into a higher  dimension) and differentiation corresponds to a negative rotation into the next lower dimension), with respect to the direction (or ;ion) or dimension or reference. Essentially, the process of differentiation represents the varying rotations of a tangent to a point moving along a curved line; while integration represents the reconstruction of the line from the rotations of its tangent. This fact has not been fully appreciated either in exposition  or pedagogy. The above discussion reveals the deep and specific connection between the calculus and the imaginary. They are both iconcerned with angle of rotation.

26 The representations of this discussion show us that zero and infinity are terms of relation. At infinity zero may be considered as infinity, and what was infinity at zero becomes now zero at infinity. We can apply this relation interestingly in writing an infinite series backward from infinity, treating zero as infinity, obtaining thereby sometimes useful results for which there is no space here.

 27 Thus bi = bei(/2 = b cos (/2+ bi sin (/2 = 0 + bi.

 28 This second temporal dimension is that of quantic or recurrent energy release, what we have before termed scope, the Y-axis of note 24; while the first temporal dimension refers to the X-axis.

29. The omission of this central fact of the integrating character of consciousness constitutes the cancer-like reductive fallacy of David I'lume's thinking and of those who adopted it either in original or revamped form.

30 Standing waves may be non-arbitrarily measured by closed curves or cycles, while the building up of increased amplitudes by resonance is meas​ured by some evolving spiral, typically some functional form of hee. Sim​ilarly, interference or damping phenomena arc measured by involving or whirlpool spirals.

31 See note 24

33 To say that forces are due to "the metric of the field" is not only to use sight of the energic nature of the field, but is moreover so much verbal smoke-screening until the ultimate energy sources maintaining and/or ranging the metric are indicated, discussed, and brought to light.

34 See also note 30.

35 It is thus literally true, translating the basis of such a process from me waves to sound waves for the sake of more concrete imagery, that all itural forms were generated and are maintained by—music or song, in the-post profound sense. Anciently we have the vak of the Hindu tantras, the enem of Sumerian cosmology, the heka of ancient Egypt, which, translanted and transformed by Greek thinkers, became the logos of Hellenic and Alexandrian thought from Pythagoras and Herakleitos to Plotinos and' Philo Judaeus, and later, of the Christians. It is interesting that practically ,every theology of the ancient world, including early Christianity, had hit upon this profound natural truth intuitively. "And God said, Let there be light; and there was light." The third word holds the sentence's power.

36 See p. 30, "Evaluation of Relativity Theory after a Half Century," C. A. Muses, New York, 1953. Briefly put, where E is energy, n is frequency, w wavelength, and h Planck's constant, elastic hysteresis causes dE l dt to be negative. Hence, since E = hn, we have dn l dt negative, thus resulting in a positive dw l dt, giving rise to the observed shift toward the red.

37 Ibid. p. 31. The maximum associated radius of 1.75 x 109 light years is interesting, as it relates thermodynamically to a state of maximum entropy (or minimum communication) with respect to the propagation of electromagnetic and gravitational disturbances.

38 CCf. "An Evaluation of Relativity Theory," cit. sup., pp. 37-38, Appendix to Ch. II
39 In this connection, the author's statement (p. 15) that "the positive time direction corresponds to loss of information about the universe" must be clarified, as the language is somewhat ambiguous despite the valuable expository context. It must be clearly understood that that loss is not in the observer but in the observed universe, since it runs down by the increase of entropy with time, becomes increasingly less responsive, less and less capable of emitting those reaction-signals which are the basis of scientific information, and so communicates less and less information. But as far as the observer is concerned, the positive time direction corresponds to a gain of information.

40 While on this matter of logical systems, reference can be made to the author's able discussion (pp. 21-22) and specifically to his fine observation that "the propositional calculus is isomorphic to the calculus of classes." However, he fails to push his logic far enough and actually retreats by saying (p. 21) that the discipline of logic itself is "wider" than the calculus of classes. We demonstrated in 1948 in some lectures not yet in published form that logic itself is isomorphic to a generalized calculus of classes, and that it is hence not wider than the class calculus but coextensive with it. We speak here of a highly general class calculus from which the actually trivial paradoxes arising through mere semantic imprecision—paradoxes out of which far too much has been made by Russell and his school—have been eliminated by the requisite clarity of definition in the description of classes. The heart of logic—implication itself, about the precise meaning of which so many words have been spilled—can be shown to mean class inclusion or connection. Conversely, a non sequitur means class separation.

It turns out that "A implies B" may mean either "A includes B" or "A is included by B," thus demonstrating the concept of inclusion to be more precise than that of implication. The first type may be called analytic implication, and the second type, synthetic implication. Diagrams will immediately clarify this terminology, and exhibit the analytic or synthetic direction of the implication. But class overlapping, rather Lnan entire inclusion or exclusion, is associated with probability, the undecided question being whether the given datum falls within the overlap or outside of it. The entire and very general question of class connection and connectivity can be viewed in the light of what may thus be termed logical topology.

Therefore logic becomes rightly seen in perspective as a very fundamental branch of topology. Theories and world-views become concrete logical structures, topologically analyzable.
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